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Abstract

A system that integrates 3D virtusdene
generationtools and data communication
techniques for 3D cooperative design work is
presented inthe paper. Thenamed system
CODI (sistema COoperativo dBlsefio3D
supports two major functions: 3D
cooperative design and multiple client distant
access. Thesystem isimplemented using
Open Inventor Toolkit inC++ with VRML

accessthe system from multiple locations remotely and
interactively.

The systempresented here is namé&ODI (sistema
COoperativo de Disefio3DWhen stands alone, the system
has all the major functions for single user 88sign work
such as authoring, editingnd visualization. When a
cooperative working session ¢slled,the system turns to
a real time co-workingnodefor a group of users tavork
at different locations together. Video and audio
conferencing facilities will also be available for the
cooperative working session.

compatibility.
There argwo major blocks in the systen@ne is the

application block and the other is the network

communication and cooperative support block. The

application block hosts theurrentmajor applicationthe

3D design tool. The network communication and

cooperative support block provides the session control and

the communication between cooperative working

machines.

This paper presents a CSCW system for cooperative 3D

ObJeCF de_5|gn. Each O.f the de5|gners_ can perfo_rmzlebﬂgn the CODI system design consideration. Sectiafescribes
work in his own location together with othdesigners for o .
the network communicationand cooperative support

a common virtual 3D world at the same time. The graphlcsplatform. Section 4introduces the 3D design block

workstationsused inthe design workwill be connected . . L
- supported bythe service provided bythe communication
together by communication network. The system has two )
block. Section 5 concludes the paper.

major functions. The first is to support theal time

cooperative working session for 3i@signandthe second
is to support the multiple client distaaccess to the
system.

Keywords 3D Interactive Graphics,
CSCW, Cooperative 3D design

1. Introduction

The paper is organized dellows. Section 2discusses

2. System Consideration

In general, thedesign of multi-user collaborative
environment isbased ontwo main approaches. One is
based ordedicatedgroupwaresystem which only supports
a particular application or set ofparticular applications.
The otherprovides genericsupport services for awide
range of distributecpplications. The lattgorovides more

The application of the system can be vesigle such as
in virtual studio, cooperative-CAD/CAM etc. Tlsgstem
will allow severalsystem users t@add, modify, or delete
objects, change environment attributestraverse the
common environment remotelgnd interactively. The  flexibility to create shared environments with distinguished
change by any user would be visible to other distaets  applications using the same support platform. The
in the group. They may obtain a 3D virtual scene, anadvantage of separating the application semantics from the
architecture design or their elements from remote locationgommunication platform is that amdditionalcontrol and
just as if theywerelocal. The clients of the system can service functions to cope with future network technologies

will not affectthe application themselves. Thiesign of
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our network communication and cooperative support block2.2 The System Overview

is based on the second approach. The 3D design application is currentithe major

21 The Communication Support application in the application block. As a 3i@signtool,
) ) ) it should provide all the editing, visualization capability to
Two different types of servicesare provided by the  the 3psceneandits elements, the environment attributes
network communicatiorand cooperativesupport block:  for poth single usemode and the cooperative sharing
Session Controand Communication.These services are  mode. The communication mechanismderneath should
available to the applicatior(erethe 3D design system)  pe hidden from the users.

through a common service interface. o .
As a result, a fulldistributed architecturehas been

Cooperative support platiorms may rely oentralized  gesignedfor the system. The functionaiodules of the
or distributed configurations [1]. Hybrid schemes may also copj systemare shown in figure 1 which is a group of

our system with applicatioresources available call the

sites. In this context, an application entity existseath p — N p — N
. . . . . The Application Block The Application Block
site. The platform supports thdistributed interaction -

. ) A Shared Single User Shared Single User
among all application instances. The messageerated

by one applicatiorreplica are transmitted to other sites
sharing the same application environment. In most of the
transactions the messagdwmve the same semantic T 3D DovnTool
contents. Cooperative applications usuallyave a Sharing Module Sharing Module
consistency requirementg. all the sites mushave the

The User Interface The User Interface

J L J
CONTROY

il

I

samedatastate. The multi-user 3Besignsystem in our ' s o T7°° S;@ J_
casehas a strongrequirement onthe consistency. The Manager Modue "~ [L_anager vodule
messagesxchangedmong the sites musirrive ateach oTheGrowp | o o mecom ]
end-pointwith the sameorder asthey are producedThis Module - L Modue
implies a synchronoudata exchange requirement. Event- ‘ ~‘
driven synchronization sheme igsed inour system for Coference Module Coference Module
consistency keeping instead of using globalsystem time. o ek Comeratve e oy

In addition to communicatioservicemultiplexing, the CODI Workstation 1 CODI Workstation 2
platform should also haveession control mechanisms for
the supportedclient applications. The relevant issues | C T T T T UNETWORK . L L j|
include the QoS provision (Quality of Service),
consistency control, new member admission into a running Figure 1: Global structure of CODI system.
session, new distributed application invocation, The Network Communicatioand Cooperative Support
exceptional everandfailures handling, definition ofoles ok provides the cooperative working session control and
within the group etc. the communication between cooperative working

Different types of accesscontrol over sharedobjects machines.

should be establishextcording tothe set of consistency L
mechanisms,. For exampléyring ajoint 3D navigation - 1he Network ~Communication and

session, the users maghange a conservativiocking ~ CoOoperative Support Block

pol?cy into a more open one or magsire to re-define the From the point of view of communication and

policy[4]. cooperative support, the CODI system is dyered
The member admissidnto a running sessiorequires  structure as shown in figure 2. This is the structure in one

the availability of session controhnd communication =~ member workstation. The whole configuration igraup

resources otthe new user'site. At the application level, of such workstations connected by the network.

the _inte_gration of a new membeaequires additional 3.1 The layered architecture.

applicationresourcesnd astateupdate procedurtor each

sharedapplication. Specific taskisicludethe exchange of As shown in figure 2, there are basically three layers for
files and other shared data structures and also changes in teemmunication and control: The Application Environment
visualization process on each site. Layer, Session Manager Layer and the Group
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Communication Layer. The highest layer, the applicationapplication(audioandvideo devices generaivents with
layer holdsthe cooperative application programs for the real-time requirements)The SessionManager Interface
cooperative 3D design and belong in our explanation to thgSMI) structures the communicationbetween the
Application Block. application layerand the SM layer. It is thenterface
between applications and the support platform.

The Audi o Vi dep Replica of Replica of
Conference Inteffdcel application l“. appl i cation 32 La. ered COI’]U‘Ol PI’OtOCO|S
m) m] n ) g

The major functions to support tlemoperativedesign
are realized byimplementing a set of protocols &bach
layer, as shown in figure 3. The same layerslifi¢rent
participant's machines will communicate wiglach other
by the same protocol.

Real Tine
Conmuni cat i o

At the highest layer, the application layer, the Session
Manager InterfaceSMI) in the application block ireach
replica of the participant machineperform a specific
"""""""""""" I application layer protocol, the SMI protocol. They use the

service supplied bytheir Session Manager in the
Figure 2. The layered structure from the communication communication block. Messageseated atthis layer are
point of view tele-events whichrequire areliable network service, and

The Session Manager (SNByer is responsible for the real-time events such asle-virtual-camerasvhich require
cooperativeworking session control tasks. Theroup & best effort connection.

Communication (GC)layer is responsible for point-to- The SessionManagers SM atall participant sites
multipoint or point-to-point communication functions, exchangemessages through a Shyer protocol. The
with a specific quality of service (Qo0S). These two entities messages athis layer contain either applicatiotayer

are the building modules of the communication and messages (to beelivered atthe destination to the SMI
cooperativesupport block. In a morgeneral case, the entities), or session control messages whose destination is
application ~environment layer encompasse®veral  the set of othepeer SMentities at the same layer. The

distributed applications that act as clients requesting servic&)| |ayer uses theservicesprovided by the GC layer
to the platform through the ServiéecessPoints (SAPS)  interface.

created ontop of the SMservice interface. What the o _ _
communicationand cooperativesupport blockcan see in ~ Group Communication (GC) isachieved by a
the application bloclareonly two kinds of elements: the distributed GC protocaéxecuted byall the GC entities at
user interface (UI) and theessionmanager interface (SMI) €ach distributedsite. This layer hidesthe multipoint
of the replica of an application. Notice that, sytatform  configuration from the SMiayer including the set of
can support more than one applications eachsite so network or transport protocolssed andspecific network

long aseachhas its own Uland SMI. The structure in ~ technology. The messagesxchangedamong the GC
figure 3 oneachsite is replicated. Session control is entities contain either SMdata or specific protocol
achieved by alistributedprotocol executecamong all the — Messages whose destination is the sqieef GCentities
SM entities with the same capabilities. Somsgecific itself. The GClayer uses the available networdnd/or
attributes may be given to just one of the sessiontransport protocols.

managers, to perform speciabntrol tasks such as the
inclusion of users or applications.

Application SMI Protoc ol Application SMI Protocd | Application

(L) &
I I

A distributed application performs a specific protocol in
order to exchange messages. Most of the messages contain M S Protocd @] SM Fratoca E_L|
user eventproducedthrough one or more inpuievices.
These local events are encapsulated in messages and sent to

GC Protocol GC Protocol
the other sites through service requeshade tothe SM E‘—’E‘—'E

entity. Themodel in figure 2contains two 1/0O logical

entitieslocated atthe applicatioriayer environment. One ( NETWORK )
of them is the User Interface (Ul), which is responsible for
collecting local events in the context of marticular Figure 3 Protocols for layered distributed interactions.
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3.3 Consistency control

Following this procedurethe SessiorManagersnitialize

Consistency control of synchronous events in ourthemselves in a similar way [5].

system is based on atoken passing mechanism. An
application replica is able tgenerateand sendevents to
the peersonly if it has a logical tokerprovided by the
platform. This is thedefaultstatus for thecooperative 3D

design application. If the replica is not the token owner, it

canonly receiveevents from the platformHowever, this

consistency control rule only applies to synchronous

events. Isochronous eventsrequiring  real-time
transmission,for example tele-virtual-cameras @udio
data, can be generated and sent with no restriction.

The control mechanisms can either be transparent to the
users and negotiated only between the application layer and

the SM layer. Or, they maydepend onthe users'
willingness regarding tothe token passing. In our 3D
cooperative designsystem an explicit tokerrequest,
explicit token grant policy hakeen designedsomeother
policies are underconsideration for further development,
such as providingseveral granularitylevels within the
same shared object or possibility of re-definition of
differentlevels of optimismfor a given interaction. For

A set of service primitives with the standard OSI

structure are provided between layers for service request and

supply. They are: srv.REQUEST, srv.RESPONSE,
srv.INDICATION and srv.CONFIRM. These services may
be confirmed, not confirmed aeneratedvithin a layer as

a response to an internal condition.

| SDU_LEN | SDU_DATA |

[Cr [Per [0 ]

|ICI_LEN | ICI_TYPE/]’ ICI_SUBTYPE \ 1CI_

[PCTLEN | PCLTYPE [ FCI_SUBTYPE | RCI_DATA |

Figure 4. Structure of the Interface Data Unit for inter-
process messages exchange

Figure 4 shows the structure of tHataunits that are
transmitted between layers #ach replica othe system
and between cooperativavorking sites. Theyare the
essential mechanism toequestservicesand carry the
exchangediata. Theselataunits are called Interface Data

example, in ashared 3Dworkspace, some users may be \yits (IDUs). They contairthree components:interface

interested inthe creation of severdbcks for different 3D
objects, allowing several users workiagdediting on the

Control Information(ICI) component, Protocol Control
Information (PCI) componentand Service DataUnit

same shared environment. The platform is flexible enough(SDU) component.

for the inclusion of these policies, as thase simply a
generalization of the existing mechanisms.

The Interface Control Information componen{ICl)
representsthe type of primitive beingnvoked by the

In summary, each replica of the 3D design system is, abjication layer, including any additional paramet@tss

any moment, in one dhreepossible states: passive (P),
active (A)andintermediate(l). In the P state, isimply
receivesmessages for local processing. In gendtrase
messages contain user events. In the A stateddhign
program at one sitean generat@and sendevents to the
peers. The | state represents ifitermediatesituation of a
3D design program that hasquestedhe token but it has
not yetbeengranted bythe platform. During thisperiod,
the SM layer entities negotiate thexchange ofstates in
the relative design context.

3.4 Service interfaces

When a cooperativavorking section iscalled, the
cooperative platform is initialized by aooperative
working session initiator. The connectiobstweenall the
cooperativeworking sites follow aclient-server paradigm.
The first phase is to establishnaultipoint configuration.
Either several point-to-point connections or multicast
network protocolswill be used among all the Group
Communication (GC) entities. An algorithbetween the
initiator and all the other GC's will then bexecuted.
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component hasseveral parts: the type, subtype and
optional data concerning the service being requested.

The primitivesusedfor application data transfer (the
data transfer for the 3D design system) include:
SM_DATA.REQUEST/INDICATION, SM_PP_DATA.REQUEST
/ INDICATION, SM_RT_DATA.REQUEST / INDICATION.

The Group Communication entities (the GCiaye the
corresponding services as GC service interfatey are:
GC_DATA.REQUEST / INDICATION,
GC_PP_DATA.REQUEST/INDICATION,
GC_RT_DATA.REQUEST / INDICATION etc.

The second component PCI contains therotocol
information specific to the layer providing the service. The
protocol specifying our particulaapplication, the 3D

design system will be defined in the Section 4 in the paper.

The third component Service Ddtmit SDU contains the
data generated dlhe layer requestinghe service. Further
description of SDU will also bedescribed inSection 4.
The data unit is distributed to tipeerentities at thesame
user layer located at each site . The combinatioRGif +
SDU is named a Protocol Datiit (PDU). Someservice



requests contain dummy PCI or SDU componéetsuse 4.2 The user interface
they refer to session control tasks only. In thtase, the
ICI component is issued with an optional sepafameters
specifying the type of session control operation being
requested.

A user-friendly interfacdor the user is essential for a
complicated interactive system as CODI. Our ustrface
is designed to have three major parts: a tool bar otofhe
an viewing area occupying most of thescreen for

The SM entitiesprovide severaSAPs (serviceaccess  manipulation and visualization of the 3Dsceneand a
points) to the applications through socketsatedduring messagerea onthe bottomfor error messages oother
the connection requests. Connection establishment betwedrelp messages. In most of tiases there ionly one
the applicatiorlayer andthe SM layer follows the client- window on the screenWhen it becomes necessary, the
server paradigm with an additiorsgt-up negotiatiorsuch user can open as many window as he likes [10].

as type o_f consistency controfequired, or  any The user interface hadl the commands tsupport the

communication priorities. 3D scene manipulation, visualization, groupware
. operation, audio-video control etc. Thecommands are

4. The 3D Design Tool designed in a pop-up manner.liat of elementsappear in
CODI is defined as amulti-party 3D design system the tool bar onthe upper part of the usémterface. The

supported by the communication block with tistributed  tool bar has the following elements: scene, objdights,
architecture. camera,windows, and groupware. When an element is

pointed by themouse, the manual showing thelated

4.1 The Scene operation buttonsassociatedvith this element will pop

A CODI sceneis a generic Open Inventor [6] object UP- According to different operations, some floating

hierarchy. It is designed to be compatible with VRII0. ~ Window panels will appearfor the user to choose the
objects figure 5.

The system isoriented to real-time WYSIWYG 3D
scene editiorandanimation. The systerprovidessupport
for 3D scene desigwhere 3D object models odifferent
formats can be inputted. To illuminate a scene the user can
locate arbitrary number dfifferent types of lights. The
linear transformations such as rotation, scaling and
translationandmany othemarameters ofhe objects, can
be modifiedand viewedinteractively. Theparameters for
modification include material informatioandtextures. To
help 3D scene designers to align a large number of objects,|
a collision detection option is provided [7].dan keep the '
objects to touch witheach other as close as possible
without penetration. To allow complex modeling, a | = 7
hierarchical system in the form of atree has been i @ F i
implemented. Theodes ofthe tree are references drasic e -
geometric objects. A reference can join different objects and
other references to define more complex objects.

Figure 5. The user interface of the CODI system

Animation capabilities are also provided by gestem, 4.3 The SMitoSMI protocol
allowing users tadefine animationparameters ofmoving As mentioned in Section 3, fonultiple users tavork
objects. The aim is to give the user futeedom to  cooperativelywithin the context of 3Dscenedesign, an
animate any visible parameters of the virtual objects in theapplication specific protocol has to hiefined on the
scene, not only for motion but also for objeatlighting  distributed architecture. Each peer 3D desidraar his own
properties such as deformation, materinsparency, SessionManager InterfacéSMI) in the CODIreplica on

textures, color, etc. his own workstation as indicated in Fig. 2. [8,9]

The userinterface is programmegsing X11/Motif and The SMItoSMI protocol governs the groimteraction
Open Inventor Toolkit in C++, the system is also VRML within the common 3Dsceneand isimplemented through
compatible. the exchange 0fSMItoSMI Protocol Data Units (PDUs)
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betweenthe peers. The ServicgccessPoints (SAP) are
used to accesshe groupware delivery service of the
platform.

ThesePDUs encapsulatall the availablecooperative
3D design functionality: multi-user  application
initialization, set-up of a commomew 3D scenario,
consistent multicasting of 3D object, light, virtusmera

system. Theegisterprocedure createsreew entry in the
authentication file:

<host ip name> <user name> <user id>
<reserved parameter> <APPtoSM port nr> <SMtoGC
port nr> <GCtoGC port nr>
where:
The <host ip name> is the internet RAme of the
host

operations with 3D navigation capabilities.

The format of SMItoSMI PDUs comprises an integrated ¢
word that encodes the multicast event exchanged among the

<user name> the name of the user
<user id> is a unique identifier id number of a user
<reservedparameter> specifiethe type of host (0:

peerSMI's, and anapplication Service Datdnit (SDU)
that encapsulates relevant parameters tbe specific
multicast event.

Here is ashort table that lists oudefinition of the
SMItoSMI PDU syntax.

Event PDU Syntax Service
Requested to

SM
USER Userlnit(<userld>, <URL: user| Reliable,
INIT avatar>, <userContext>) Multipoint
USER UserNotify(<userld>, <URL: usef Reliable,
NOTIFY avatar>, <userContext>) Multipoint
NEW NewScene(<userld>,<URL: v | Reliable,
SCENE scene>) Multipoint
CAMERA Camera_update(<userld><new | Best-effort,
UPDATE camera parameters>) Multipoint
ATTACH AttachObject(<userld>, <URL>)| &lable,
OBJECT Multipoint
DETACH DetachObject(<userld>, <URLY, Reliable,
OBJECT <element instance nr>) Multipoint
SELECT SelectObject(<userld>, <URL>, | Reliable,
OBJECT <element instance nr>) Multipoint
MODIFY ModifySelected(<userld>, Reliable,
SELECTED | <element type>, <modifycode>,| Multipoint

<new value>)

Ordinary Host; 1: High Performance CPU Host)

» <APPtoSM port nr> is the SAP port number for full-
duplexcommunicationbetweenits SMI element and
the SM element
<SMtoGC port nr> is the SAP port number full-
duplex communication between the local ®#¢ment
and the local GC element

* <GCtoGC port nr> is the SAP port number tbeal
GC element for a full-duplex communicatioth all
the remote peer GC elements.

Any user registered in the CODIMembers authentication
file may participate in a multi-party workinglesign
session. The initiative, the initiator to start such a session
can be any registereduser. It issues an initialization
multicast event, USER_INIT tesend toall otherchosen
peers. In response to theceivedUSER_INIT eventgach
peer senddts own USER_NOTIFY eventAfter this
handshaking that requires a reliable communication service,
each replica othe CODI application isstarted ineach
participant's host.

Both type of initialization messages seamd received

The following events refer to token control and therefore by peerusers (USER_INITand USER_NOTIFY), will

are only relevant to the interface between $ihé¢l and SM
adjacent layers.

Event IDU Syntax Service
Requested to
SM
TOKEN TokenRequest(] Reliable,
REQUEST Point-to-point
TOKEN TokenGrant() Reliable,
GRANT Point-to-point

The following sections explain the SMI protocol syntax
by grouping the coded events into groups.

4.3.1 User Set-up and User Context

Eachpotential user that wishes taccess to amulti-
party 3D virtual environment (alsobamed as a CODI
working session), has to be previousigistered in an
authentication file. It isunique toall hosts of theCODI
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include parameterspecially devoted tothe set-up of a
multi-user space. They will enable each replica of CODI to
build adynamiclist of remote users. Thikst creates the
basic tool to support an abstraction s#veralusers to
interact synchronously or in real time.

Each entry of the list includes the remote usague id
number (taken from the CODIMembers filgnd an
application specific user context. It includes:

* A pointer to a SoSeparator node describing this remote
user's active virtual camera.

» A personal “avatar” of the remote user. Itidentified
by his internet URL with areference to an Open
Inventor file containing the geometry description of
the avatar. A pointer to the SoSeparatode of the
local scene hierarchy is alspntainedpointing to the
local copy of the avatar geometry.



e The indication of theCPU performancestatus of the
remote user'diost: a HighPerformanceCPU Host
(HPCH) or an Ordinary Host (OH),

¢ Other implementation specific information.

4.3.2 Scene Initialization and Token Control

definition of the object itself, idater retrievedfrom the
URL specified in the parameters of the
ATTACH_OBJECT PDU.

While in the 3D scene, objectan be picked (creating
SELECT_OBJECT events), deleted (generating
DETACH_OBJECT events)and modified by linear

When a workingsession begins, the initiator issues a transformations, such as rotation, scalamg translation,
multipoint NEW_SCENE event. The scene is identified by Producing MODIFY events. In general, objects are

an internet URL.After the receipt of a NEW_SCENE

recognized by aJRL, locating aninventor file with the

message, each replica of CODI retrieves the scene from th@bject description, and an instance number.

specified URL using aedicatedpoint-to-point file transfer
service. The object descriptions in tlseene arethen
retrieved from the object URL's by the same sort of
transfer service.

Scene lighting properties for rendering of selected
objects as well as the colors of lightsan bemaodified
interactively, generating MODIFY_SELECTEBwulticast
events. Theparameters forobject maodificationinclude

By the token control policy the system ensures that anymaterial information, such adliffuse, specular and

modificationsmade bythe tokenowner in the 3D scene,
are codedand transmitted to all thepeer participants. If
other userglesire tomodify the 3D scene inany means,
they need torequestthe token explicitly by issuing the
TOKEN_REQUEST event. One of the usaran do so
only afterthe token is explicitlygranted byreceiving the

emissive colors,transparency, speculashininess and
textures. For texture definition, the tokeswner can
choose the texturgparametersfrom a floating window
panel. The textureoordinates can bglane, environment,
cube,sphere or cylinder. He caalso choose the way to
combine the texture image and object color as modulation,

TOKEN_GRANT event issued by the current token owner. blending, decal etc.

4.3.3 Scene Modification Messages

Possible operations to manipulate or modifscane are
to attach,detach,selectand modify an object.Here the

object is an Inventor object. It can be a geometrical object,

a light source or a camera. Thereforthe possible
modification to a 3D scene can lits illumination light
sources, theparameters ofhe virtual camera toview the
scene, the geometrical objects and their attributes etc.

Concerningsceneillumination, the tokenowner can
locate an arbitrary number dffferent types of lights by

5. Conclusions

We havepresented aollaborative 3D desigrsystem
with the capability of synchronous multi-usemulti
location 3D interaction in a common 3D virtual
environment. The system is compliant with tlkipen
Inventorand VRML 2.0 formats. It is ageneralsystem
that can be applied to differersticenarios where redime
group interaction with 3D objects and spacesnaeessary.
Examples of such applicatiorare collaborative product
design, group development of urban plannéamgl architect
projects, or virtual studios for televisiorprogram

issuing the ATTACH_OBJECT event with the object type production.

to be a light sourceDefault values okachtype of light
source will be stored and retrieved when an
ATTACH_OBJECT event is issued. Tahange their
intensity, color, lighting area  etc., a
MODIFY_SELECT_OBJECT event will be issued with an
object type light source. A floatinganel windowwill
appear onthe tokenholder's viewing area of his user
interface. Themodified light parameterswill then be
multicast to the peer session participants.

Primitive objectscan beadded to a&cene atany time.
Generic objects can also be retrieved from an Invditéor
In both cases amulticast ATTACH_OBJECT evenwill

This design system uses theervicesprovided by a
genericplatform that is implemented otop of existing
network and transport protocols. Thisayered approach
separateghe applicationand communication functions,
hiding the underlying configurations from thaser
application.Different networktechnologiesand protocols
may be used without changing the service primitives at the
application level. At the momentgal-time services are
provided ontop of best-effort transporaind/or network
protocols, due to theharacteristics othe internetworking
environmenttested sofar. This means that some QoS
specifications may not bguaranteed undédreavy network

be issued by the token holder. When this type of events areonditions. The system hadseen designed andartially
generated, the SMItoSMI protocol works in a similar way implemented. It willtake more time to complete all the
as in the case of the NEW_SCENE event. Upon the receiptunctions of the system.

of an ATTACH_OBJECT event by the peers. theentor
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